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Abstract— A massive amount of information spread across the web poses a major challenge in identifying relevant information. Existing 

tools lack analysis and visualization capabilities and traditional result displays long list of documents instead of providing concrete answers.  

Thus, developing tool that enables better data analysis and visualization is a major challenge. In this paper, we propose an interactive 

component that extracts pertinent information from unstructured data and presents to the user through an innovative graph mec hanism, 

namely the spring graph. We make use of newly emerging semantic and NLP technologies for extracting and representing structured data 

from unstructured data. This paper details the steps to transform textual resources into domain concept maps, and offers integrated, robust 

and flexible presentation layer to user. This helps user to visualize domain concept using dynamic and interactive network graph that allows 

visually explore ideas and information. 

Index Terms— Linguistic analysis, Semantic analysis, Spring graph, Ontology, Semantic web, Natural language processing, Jena, 

Information constructs   

——————————      —————————— 

1 INTRODUCTION                                                                     

xtensive volume of information across the web becomes 
rather useless if we are unable to locate particular piece of 
information out of it. Existing systems for aggregating 

competitive research data simply focus on the acquirement 
and manipulation, but does not consider the meaning of data 
that limits data analysis. In this paper we present an approach 
to the use of semantic and NLP technologies to 
build mechanism for semantically structuring data from un-
structured data. Due to the inherent challenges of natural lan-
guage processing, most of the existing methods for locating 
particular piece of information from text tend to be domain 
specific. This research explores an approach to processing 
domain specific data and provides appropriate, compact size 
information to analyst. We also present an approach to visual-
ize extracted structured data through a graph visualization 
technique called spring graph.  

An analyst is an expert who gathers data form legitimate 
sources in order to provide meaningful, consumable and rele-
vant information used in decision making. Usually, to make 
beneficial decisions from the business point of view, analyst 
has to go manually through each document. After a thorough 
research by adapting both quantitative and qualitative re-
search techniques, the collected data is prepared for analysis 
and interpretation. Analyst uses this information to identify 
and analyse the market needs, market value and competition. 
It requires large amount of manual efforts. These manual ef-
forts are time-consuming and energy intensive. For example, 
at present the organization's web site contains important lega-
cy market data describing Organization, Company, Location, 
Person and Product. This data is distributed and provided in 

heterogeneous formats (e.g. html, doc, xml, etc.), making it so 
hard for analyst to make sense out of the data. In order to 
solve analyst's problem, it is necessary to convert legacy data 
from its current form into a machine-readable representation 
that linked into the web of linked data. This can be done by 
linguistic analysis, semantic analysis and explanatory graphics 
that give you contextual information for data analysis. This 
process recognizes entities like companies, industries, prod-
ucts, regions and phrases, and understands how they are re-
lated to each other and puts them into context. 

A very first step of our proposed architecture is to convert 
unstructured data into structured data. Structured data 
represents knowledge as a set of entities within a market do-
main and the relationships between those entities. To develop 
semantic tool for analysing unstructured data, it is very im-
portant to build systematic information extraction framework. 
This automatically extracts relevant entities and relations be-
tween them from legacy data based on domain ontologies, and 
represent this abstract structure into a RDF (Resource Descrip-
tion Framework) graphs. These can be further stored in RDF 
knowledge base and queried using SPARQL query language. 
Static ontology has been developed through domain expert 
that represents application of domain and capture the expert‟s 
knowledge. We are working with the static ontology is being 
developed for an agriculture and technology application in the 
agriculture marketing domain where the objective is to model 
information about Organization, Country/Region, Company, 
Person and Products. Domain experts are identified „John 
Deere‟, „Caterpillar‟ as Company, and „Material handler‟, 
„Gear‟ as Product, etc. 

Existing systems simply focus on the knowledge acquisi-
tion, aggregation and manipulation of obtained data, with 
little efforts made towards presenting the data to a user. To 
simplify task of deciphering the information, we present a 
mechanism for semantically structuring data based on the 
concept of semantic web and making use of available semantic 
web technologies. Analyst makes decision quickly and confi-
dently by analysing semantic data. The system illustrates in-
formation related to companies, products, persons, locations 
and organizations, which can be viewed by the analyst. This 
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can be done by providing the specific query on semantic data 
to find, manage and analyse information. The results of query 
are visualized using graph visualization technique called 
spring graph that help analyst to go through relevant informa-
tion of interest. 

In spring graph, node represents entity, term, phrase or 
concepts and link between two nodes represents the relations 
between the respective nodes. The term entity refers to any 
item, company, person, location, and organization in our con-
text. By lingering over the any relationship analyst can easily 
see the articles that explain the association. This graph is more 
reliable and readable than a general graph and focuses on 
good quality results. Spring graph removes node overlapping 
problem which is generally found in conventional graphs. 

2 LITERATURE SURVEY 

2.1 Different Methods for Extracting Information from 
Unstructured Data 

Ontology [1] learning and population from unstructured data 
are two very active research fields. Obviously most of the 
work had been carried out in same direction within Artificial 
Intelligence, Machine Learning and NLP. Ontology learning 
primarily focused on defining the concepts and relations be-
tween them. Thus, it aims at extracting domain terms, con-
cepts, individuals, concept attributes and relations from tex-
tual data. 

Ontology Learning from text relies on different approaches 
such as: 1) Machine Learning and statistical method to learn 
rules from annotated corpus. 2) Linguistic methods to discov-
er information extraction rules by inspection of a corpus. 3) 
Combination of both i.e. linguistic and machine learning me-
thods. The key advantage of linguistic method over statistical 
method is it does not require large amounts of training corpus. 
This is often expensive to acquire. On the other side 1) rule 
identification process is tedious and laborious 2) domain 
adaptation may require significant reconfiguration. 

In statistical approach, domain adaptation is relatively 
eased due to automatic rule induction. It shows decent results 
for entity annotation, such as identifying gene name in system 
biology [5]. But this approach is not effective in case of relation 
identification due to lack of annotation text corpus. Moreover 
training data may be hard to acquire. Significant change in 
domain specification requires re-annotation of entire training 
data. This needs repeating the training process for each new 
domain in order to be accurate. 

Maedche, Staab and Volz [6] present a dynamic approach 
for construction, reuse and maintenance of ontology from do-
main text by applying statistical approach (Text-to-Onto tool). 
This work addresses combination of two approaches: 1) lin-
guistic techniques 2) statistical techniques to simplify and ac-
celerate ontology construction. The overall system involves 
filtering and preprocessing textual data. This is carried out by 
processing resources component and NLP system, and then 
modeling properties are identified by applying machine learn-
ing algorithm. This application also provide ontology refine-
ment, pruning. It focuses on learning the meaning of unknown 
words over the time. Related projects include: Text-2-Onto [7], 

OntoLearn [8], OntoLT [9], OntoGen  [10] tools developed to 
support the user in constructing ontologies from a textual da-
ta.  

As a result, there has been considerable focus on rule based 
approach, even though requiring a lot of manual work; proves 
to be more effective and transparent in capturing the semantic 
criteria. 

2.2 Different Frameworks for Information Visualizations 

A few graph visualizations have been developed for 
representing ontology extraction in a graphical format. But 
these visualizations are implemented in the conventional 
graph representation and no current work is being carried out 
in the context of spring embedded graph generation. A web 
based search engine based on the spring graph model pro-
vides results which is an aggregation of information obtained 
from varied sources like news and magazine articles, audio 
and video content, blog entries and many other sources. It 
outputs the result in a graphical representation along with 
charts provides a 360-degree search and allows for varying the 
relevancy of a topic as per user requirement.  
      Another implementation produces visualization of graphs 
using a spring embedded algorithm that eliminates edge 
crossings [29]. This implementation generates three dimen-
sional graph visualizations that provides graph with better 
quality and attractiveness. 
      Another paper discusses the use of graph theory for social 
network analysis [31]. This paper proposes that by determin-
ing the conceptual distance between people and groups, in-
formation about the type of communication in an organization 
can be inferred. It focuses mainly on analysis of military or-
ganizations and visualization of the relationship between 
people in the organization through diagrams and graphs. It 
makes use of graph theoretic techniques and traditional statis-
tical approach for graph visualization Spring embedding algo-
rithm is used here to visualize the social network, where the 
spring distance correlates to the actual distance between two 
nodes (i.e. the link distance). 

Yet another paper proposes an extension of the spring em-
bedding algorithm to the three dimensional realm. This exten-
sion called the GEM-3D (Graph Embedder 3D )[32] provides 
graph representation at interactive speed and better display 
quality. It also provides graphs for real life examples accom-
modating hundreds of nodes and makes use of visual clues for 
user readability. This new algorithm can be applied to both 
real world graphs as well as artificial graphs to represent the 
topology of undirected graphs. The algorithm was also suc-
cessful in presenting a visualization of the Petersen graph 
which was impossible to draw using the earlier spring em-
bedding paradigm. The same implementation is applied to 
both directed and undirected graphs at present. 
      Another implementation uses spring graph to visualize the 

information extracted from a digital library after semantic 
analysis [33]. The graph representation signifies a meaningful 
relationship between the documents and provides an efficient 
way of extracting the documents. The spring embedding algo-

rithm represents semantic relationship between the entities,
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Fig. 1. System Architecture

with lesser spring distance representing more similarity be-
tween the nodes, and vice versa. 
      This paper presents a preprocessor to enhance the perfor-
mance of a conventional spring embedder, which can be used 
in parallel to numerous optimization and approximation tech-
niques [34]. This preprocessor is invoked before the spring 
embedder and it operates in two phases. In the first phase, it 
maintains a user specified distance between the nodes in a 
graph. In the second phase, it distributes the nodes equally on 
a grid. The spring embedder is invoked after these two phases. 
This spring embedder is based on Fruchterman and Reingold 
algorithm which improves speed of the spring embedding 
process.  

3 OVERVIEW AND SYSTEM ARCHITECTURE 

The system composed of static ontology and rule based ap-
proach for information extraction from the unstructured text, 
implemented as a web application that extract and visualize 
domain specific semantic data from free text. In this approach, 
information extraction is the process of identifying relevant 
entities, properties and relations between them from unstruc-
tured text based on domain ontology. We are having static 
domain ontologies represents the domain of application and 
captures the expert‟s knowledge. System loads data from le-
gitimate sources and stored in Data Repository. Data Reposi-
tory is a database that holds the RSS feeds, Web sites URLs 
and news articles. These are RSS feeds or web site's URLs used 
by analyst to short list the information of interest. 

3.1 Document Analysis 

Data repository contains full news articles. These news articles 
are validated against the static domain and further carry out 
the structural analysis. Structuring analysis is performed to 

remove noisy elements, such as scripting code and html com-
ments, while retaining metadata and enriching information. 
The output of this module is the noise free articles consist of 
metadata information, required for further processing. 

3.2 Information Extraction  

Information extraction is the process of identification of rele-
vant entities and their relations from unstructured text corpus, 
and transforms this abstract structure into a formal domain 
RDF graphs. In order to extract information constructs from 
the document, we are carrying out linguistic analysis followed 
by semantic analysis. These analyses are performed using do-
main ontology that has been developed through interaction 
with domain experts. 
 

3.2.1 Linguistic Analysis 

We are carrying out linguistic processing using GATE tool 
architecture. It is a publicly available tool that allows users to 
define rules for creating different annotation over the text 
data. Linguistic analysis is performed on unstructured data by 
processing an Information Extraction Pipeline. This pipeline is 
create with GATE architecture, consists number of processing 
resources executes on text data in predefine order. It has two 
phases 1) Linguistic analysis and 2) Semantic Analysis. This 
includes six processing resources: 1) Tokenizer, 2) Sentence 
Splitting, 3) Part of Speech Tagger, 4) Morphological analyzer, 
5) Onto Root Gazetteer, 6) JAPE Transducer.  Onto Root 
Gazetteer takes domain ontology as input and produces 
annotated corpus with the domain entities.  Further, JAPE 
Transducer executes specified rules over the annotated corpus 
based on regular expression. For example rules for identifying 
different attributes like money, time, etc. We defined some set 
of JAPE rule for capturing relevant entities required for 
analysis.  Each article from domain corpus is processed by IE 
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Pipeline using static ontology. During the processing 
annotations are created on the document. The output of 
linguistic processing is annotated corpus with people, 
product, places, organization, companies specified in domain 
ontology. Further output of linguistic analysis is subjected to 
semantic analysis. Semantic analysis captures an unknown 
relation that appears in the text data between annotated 
entities. 
 

3.2.2 Semantic Analysis 

Semantic analysis of the text is the key issue for relations 
extraction form unstructured text. In our approach to 
relationship extraction we used simple semantic rule such that 
a sentence describing the subject entity and object entity, and 
predicate in between them act as a candidate relation. 
Linguistic output is input to semantic analysis process that 
executes defined JAPE semantic rule and extract set of entities 
and semantic relations between them. For example, the rule to 
extract semantic relation is formulated as follows: 

 
Phase: Predicate 
Input: Document Token  
Options: control = applet 

 
Rule: Predi_verbs (  

{Token.category == VB} | {Token.category == VBD} | 
{Token.category == VBG}|{Token.category == VBN}| 
{Token.category == VBP} | {Token.category == VBZ} 

) 
:predi  
{ 

gate.AnnotationSet predi = (gate.AnnotationSet)  
                                                              bindings.get("predi"); 

gate.FeatureMap features=Factory.newFeatureMap(); 
features.put("rule", "Predi_verbs"); 
outputAS.add(predi.firstNode(), predi.lastNode(),  

    "Predicate", features); 
} 
 

3.2.3 Semantic Validation 

We formulate a methodology to validate semantics by 
identifying paths such that it connects pairs of entities from 
dependency parse tree. These paths contains the relevant 
terms describing the relation between the given pair of 
entities. The rule to validate semantic relation is formulated as  
nsubj - verb - dobj/pobj that simply identify paths in the 
chunk dependency tree that lead from a start-point (generally 
the NEntitySubject) to an end-point (generally the 
NEntityObject). If all these conditions hold, we add the 
construct (NEntitySubject-Predi-NEntityObject) to the set of 
validated constructs. 

 
Predi = {Relation | Node with two outgoing edges with labels 
“nsubj” and “dobj”} 
 
NEntitySubject = {Entity | Node containing named entity; 
which is connected to the predi by edge with label “nsubj”} 

 
NEntityObject = {Entity | Node containing named entity; 
which is connected to the predi by edge with label “dobj”} 
 

3.3 Information Representation  

We formulate a methodology to represent these validated in-
formation constructs using existing Resource Description 
Framework (RDF) specification. RDF specification is widely 
accepted and consumable. RDF is having its own schema 
where all information stored and presented as collection of 
triplets. Motivation behind the RDF representation is its ena-
ble the possibility of complex querying on the extracted in-
formation. 

3.4 Information Visualization 

The main processing components are:  Spring Graph Genera-
tor, Reasoning Engine, Data Visualizer and Search Engine. 

RDF data is nothing but information extracted from a num-
ber of web page sources which is compiled together and or-
ganized into a structured schema. Search is carried out on this 
structured data to obtain desired result. The analyst wants to 
retrieve precise information about a particular topic. The 
structured data stored in the RDF file is searched to get the 
relevant information desired by the end user. We are using 
Jena as knowledge base for storing structured data nothing 
but RDF files and domain ontology. Jena is used as a reasoner 
for RDF and OWL data since it has large capacity to store RDF 
triplets. A search query is passed to the Reasoning Engine, 
where it is processed to yield the required result. After that 
Spring Graph Generator takes resultant set as an input and 
generates a spring graph to the analyst. The spring graph con-
tains a large amount of nodes, with each node connected to a 
number of other nodes. In spring graph, node represents an 
entity and link represents relationships between connected 
nodes. On clicking on the link connecting any two nodes, ad-
ditional information representing the relationship between 
these two nodes will be displayed. The textbox displaying this 
information will also have a link to the main news article from 
where this information is retrieved.  

The unique feature of our system allows for varying 
amount of information made visible to analyst. Provision is 
made for five sliders at the top of the panel, namely for the 
company, product, organization, location and person. Analyst 
can select the number of these resources to be displayed at a 
time. As the sliders are varied by the user, the numbers of re-
sources being vary accordingly, and corresponding nodes of 
spring graph are generated. This process is discussed in [37].  

4 ALGORITHM IMPLEMENTATION 

We proposed few algorithms for information extraction and 
visualization. The main algorithm 1 controls the overall in-
formation extraction task by invoking the extraction, valida-
tion and representation procedures. It takes a document as 
input, tokenizes it into individual sentences, and invokes en-
tity and relationship extraction module. 
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Algorithm 1 Information Extraction from Text 

    1: procedure EXTRACTCONSTRUCTS(D, staticOnto, 
                         staticRF) 
            /*this process extracts named entities and*/  
            /*relations between them. And represent this*/   
            /*abstract structure into RDF graph. D is a set*/  
            /*of documents; structured and unstructured.*/    
            /*staticOnto is domain specific ontology;*/ 
            /*contains information about Company, */ 
            /*Country/Region, Organization and Products.*/  
            /*staticRF is JAPE rules; extracts */ 
            /*(sub-pred-obj) as triplet from text.*/ 
    2:     rawDocs = CALL GETFILTEREDDOCUMENTS(D) 
            /*Pre-process the documents to remove noisy  
            /*elements,such as scripting code and*/ 
            /*comments.*/ 
    3:     annotC = CALL PROCESSINGPIPELINE(rawDocs,  
                            staticOnto, staticRF) 
            /*Identify named entities and predicates in text.*/ 
    4:    Take complete set of sentences from annotC,  
           Sentences 
    5:     for all T in Sentences do 
   6:        flagkeySentence = CALL CHECKKEYSENTENCE(T,  
                                       staticRF) 
               /*KeySentence is a sentence containing two*/  
               /*named entities and a predicate in between*/ 
    7:        if flagkeySentence is true then 

    8:           InfoConstruct = CALL RELIDENTIFICATION(T,    
                                            staticRF) 
                  /*Extract information constructs such as*/ 
                  /*(NEntitySub-predi-NEntityObj)*/ 
    9:          ValidConstruct = CALL   PERFVALIDN 
                                             (nfoConstruct, T) 
                  /*Extracted constructs are validated using*/ 
                  /*Stanford Parser*/ 
   10:          if (validConstruct  != null) then 
   11:             Reify validConstruct  as a RDF Statement 
   12:             Create RDF triple using validConstruct 
   13:          end if 
   14:       end if 
   15:   end for 
   16: end procedure 

 
 

Algorithm 2 Extracting candidate information from text 

   1: procedure PROCESSINGPIPELINE(rawDocs, 
   staticOnto, staticRF) 

      /*this process takes raw documents, domain*/ 
      /*ontology and sets of pre-define rules as an*/      
      /*input, and produces annotated corpus with*/ 
      /*named entities, predicates etc.*/ 

   2:    CALL TOKENISER(rawDocs) 
       /*Splits the text into tokens such as number,*/ 
       /*punctuation and words of different types*/ 

   3:    CALL SENTENCESPLITTER(rawDocs) 
       /*Segments the text into sentences*/ 

   4:    CALL POSTAGGER(rawDocs) 

       /* Identify token as noun, verb, adjective etc.*/  
   5:    CALL MORPHOLOGICALANALYZER(rawDocs) 

       /* Identify each token‟s lemma and affix*/ 
   6:    CALL ONTOROOTGAZETTEER(rawDocs, staticOnto) 

       /* Role of the Onto Root Gazetteer is to identify*/ 
       /*entity names in the text based on static*/ 
       /*ontology(domain specific).*/ 

   7:    annotatedC=CALL JAPETRASDUCER(rawDocs, 
                           staticRF) 
       /*Identify predicates in sentences using pre-    
       define*/ 
       /*sets of rule*/ 
8:    return annotated 
9: end procedure  

 
Since the RDF file contains voluminous data about large 

number of nodes, major challenge is to determine which nodes 
will be displayed onto the spring graph. We propose an algo-
rithm 3 for this purpose. 

 

Algorithm 3 From RDF to Spring Graph 

   1: procedure RDFTOSPRINGG(rdfData, owlOntology, 
                     searchEntity) 
           /*Accept searchEntity from user.*/ 
   2:     Load rdfData and owlOntology data into RDF 
           triplet store. 
   3:     if searchEntity == NULL then 
   4:           Goto step 8. 
   5:     else 
   6:       Goto step 9. 
   7:     end if 
   8:     searchEntity  default_entity 
   9:     push searchEnity as first element on queue  
  10:    while (queue != empty) do 
  11:       subject  queue.pop( ) 
  12:       Execute SPARQL query on RDF store, looking 
              for triplet  (subject - ?predicate - ?object) 
  13:       Execute SPAQL query on RDF store, looking 
              for triplet (subject has ?description) 
  14:      Store all  
             (subject, object, predicate)  tripletList      
  15:      Store all 
             (subject, description)  descriptionList 
 
   16:     queue.push(object) 
   17:   end while 
   18:   CALL SPRINGGRAPH(tripletList, descriptionList)  
   19: end procedure 
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5 SYSTEM VIEW 

5.1 Snapshot Representing Information about Node 

 

 

5.2 Snapshot Representing Information 
Interconnecting two Node 

 

6 CONCLUSION 

In this paper, we have proposed a framework for semantic 
tool based on semantic technologies, advocated by semantic 
web. It is a system that extracts knowledge automatically, 
populates ontology with knowledge triplet and reassembles 
into the knowledge map. Knowledge map is knowledge rep-
resentation that reveals the underlying relationships among 
different entities and visualize them using interactive and dy-
namic graph. 

The proposed implementation of the spring graph compo-
nent forms a robust foundation for information retrieval and 
visualization. In this implementation, we have presented the 
extraction of meaningful, relevant results from a well struc-
tured ontology file and also demonstrated a solution for effi-
cient visualization using spring graph generation. This system 
uses different open source tools. It is straight forward to im-
plement and achieve competitive performance. It is mostly 
rely on available GATE tool's plug-in and Stanford parser. 

In the future we continue setting up domain ontology to re-
fine information extraction and consolidation process. We will 
also implement one more feature a query based search that 
helps to narrow down the search results. 
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